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1. Introduction

“America's economic prosperity in the 21st century will depend on cybersecurity.”
President Obama, May 29, 2009

The Nation’s economic progress and social well-being now depend as heavily on cyberspace
assets as on interest rates, roads, and power plants, yet our digital infrastructure and its
foundations are still far from providing the guarantees that can justify our reliance on them. The
inadequacy of today’s cyberspace mechanisms to support the core values underpinning our way
of life has become a national problem. To respond to the President’s call to secure our nation’s
cyber infrastructure, the White House Office of Science and Technology Policy (OSTP) and the
agencies of the Federal Networking and Information Technology Research and Development
(NITRD) Program have developed the Leap-Ahead Initiative. NITRD agencies include AHRQ,
DARPA, DOE, EPA, NARA, NASA, NIH, NIST, NOAA, NSA, NSF, OSD, and the DOD
research labs.)

As part of this initiative, the Government in October 2008 launched a National Cyber Leap Year
to address the vulnerabilities of the digital infrastructure. That effort has proceeded on the
premise that, while some progress on cybersecurity will be made by finding better solutions for
today’s problems, some of those problems may prove to be too difficult. The Leap Year has
pursued a complementary approach: a search for ways to avoid having to solve the intractable
problems. We call this approach changing the game, as in “if you are playing a game you cannot
win, change the game!”

During the Leap Year, via a Request for Information (RFI) process coordinated by the NITRD
Program, the technical community had an opportunity to submit ideas for changing the cyber
game, for example, by:

e Morphing the board: changing the defensive terrain (permanently or adaptively) to make
it harder for the attacker to maneuver and achieve his goals, or

e Changing the rules: laying the foundation for cyber civilization by changing norms to
favor our society’s values, or

¢ Raising the stakes: making the game less advantageous to the attacker by raising risk,
lowering value, etc.

The 238 RFI responses that were submitted were synthesized by the NITRD Senior Steering
Group for Cybersecurity R&D and five new games were identified. These new games have been
chosen both because the change shifts our focus to new problems, and because there appear to be
technologies and/or business cases on the horizon that would promote a change:

e Basing trust decisions on verified assertions (Digital Provenance)

e Attacks only work once if at all (Moving-target Defense)

e Knowing when we have been had (Hardware-enabled Trust)

e Move from forensics to real-time diagnosis (Nature-inspired Cyber Health)

e Crime does not pay (Cyber Economics)



As the culmination of the National Cyber Leap Year, the NITRD Program, with guidance from
OSTP and the Office of the Assistant Secretary for Defense Networks and Information
Integration, held a National Cyber Leap Year Summit during August 17-19, 2009, in Arlington,
Virginia. Summit participants examined the forces of progress and inertia and recommended the
most productive ways to induce the new games to materialize over the next decade. Two reports
have been created as the result of the Summit:

1. National Cyber Leap Year Summit 2009 Co-Chairs Report: Written by the
Summit Co-Chairs, this report presents the vision, the path, and next-step activities in the
five game-changing directions as articulated by the Co-Chairs, based on the Summit
discussions and Co-Chairs’ expertise.

2. National Cyber Leap Year Summit 2009 Participants’ Ideas Report: This report
documents ideas that were introduced by participants and discussed and developed during
the Summit. These ideas are presented to the community for inspiration and follow-on
activities.

Taming this new frontier will require the contributions of many. The Summit, as the National
Cyber Leap Year itself, should be seen as a tool for the community to use to build the shared way
forward. The Summit reports clarify destinations with specific instantiations of the game
changes and make the path plainly visible through practical action plans. For those who wish to
begin immediately on next-step activities, the Summit community should be a great source of
traveling companions.

The Summit’s outcomes are provided as input to the Administration’s cybersecurity R&D
agenda and as strategies for public-private actions to secure the Nation’s digital future.

More information about the National Cyber Leap Year and how to get involved can be obtained
at: http://www.nitrd.gov.

The Summit was managed by QinetiQ North America at the request of the NITRD Program,
Office of the Assistant Secretary of Defense Networks and Information Integration, and the
White House Office of Science and Technology Policy. ldeas and recommendations expressed
in this report are solely those of the report authors.


http://www.nitrd.gov/

2. Hardware-Enabled Trust

New Game: Knowing when we’ve been had.
This section explores Hardware-Enabled Trust as a path to this new game.

2.1 Introduction

Hardware can be the final sanctuary and foundation of trust in the computing environment, based
on the technologies that can be developed in the area of hardware-enabled trust and security.
With cyber threats steadily increasing in sophistication, hardware can provide a game-changing
foundation upon which to build tomorrow’s cyber infrastructure. But today’s hardware still
provides limited support for security and capabilities that do exist are often not fully utilized by
software. The hardware of the future also must exhibit greater resilience to function effectively
under attack.

Vision
Within ten years, based on game-changing research:

e We will build a computer that will not execute malware, just as the human body can
harbor certain viruses without ill-effect.

e We will build hardware that is itself more trustworthy.

e We will be able to determine, by technical means, whether to trust a device, a software
package or a network based on dynamically acquired trust information rooted in
hardware and user-defined security policies.

e We will build a computer that functions even under attack, through built-in resiliency that
guarantees critical services in the face of compromise.

For hardware-enabled trust, the game is ripe for change. Continually increasing transistor
densities have ushered in an era of multi-core microprocessors and increasing computing power
in embedded processors. This has dramatically reduced the cost of hardware support for trust
and security. At the same time, the increasingly pervasive nature of networked computing
devices in our digital society has made trust in these devices and the environment where they
operate more critical than ever. This pivotal balance between cost and benefit suggests that a
tipping point is at hand, security will be increasingly demanded throughout the ecosystem.
Industry must be prepared to provide security based on new developments in research, some of
which are outlined in this report.

The strategies we propose are game-changing because they do not assume a perfect world.
Rather, we assume all software is vulnerable to attacks, and even hardware/physical attacks are
likely with the billions of diverse mobile computing and communications devices that can be lost
or stolen. However, our computing devices, not only the datacenters, networks, or cloud servers,
will be designed from hardware on up, to provide intrinsic security. We believe the role of
hardware in establishing a safer computing environment will grow. This is a game change from
predominantly software security solutions; hardware security solutions will be harder to break,
increasing the “work factor” for attackers and therefore serving as an additional deterrent.
Hardware computer and device architecture will provide fundamental features to enable us to
build more trustworthy software and systems, and hardware itself will be built to be more



trustworthy. For example, new technologies will ensure that hardware will not inadvertently
leak secrets or execute malware (even if penetrated by malware), and it will execute security-
critical tasks even if partially compromised. With enhanced research activity in this area, basic
security mechanisms will be seamlessly provided without impacting the performance, energy
consumption, cost, and usability of commodity computers and on-line services. Moreover,
intrinsically secure computing devices will be able to share provable trust information,
confirming their trustworthiness.

We propose three very promising game-changing technology strategies:

e End-to-End Trust
e Enabling Hardware to Thwart Attacks
e Hardware-enabled Resilience

Cutting across these technology strategies is the need for broader capabilities and collaboration
to facilitate development and adoption of these ideas.

e Academia and industry collaboration is essential for executing a plan to improve
hardware security and hardware-enabled trust. Therefore, it is imperative that
appropriate models of cooperation are developed immediately to incentivize the
participants to engage in research, development, and testing of technologies and
approaches to achieve these goals. These models need to permit the immediate start of
the collaboration and ensure long-term commitment of all parties. They may include
direct pilot program funding of industry-academia teams, funding of industry-academia
research consortia, and tax incentives for companies that work closely with academia to
prototype promising research as a first step towards deployment. Approaches to
organizing international initiatives in this area also need to be defined quickly.

e Sustained research funding for the next 10 years in Hardware-enabled Trust technologies
should be clearly announced, to draw researchers to establish careers and initiate
ambitious research projects in this important area.

e An independent testing and rating institute should be established to inform device users
of the comparative security positioning of their devices, in order to help increase
consumer awareness of the security and trust features in hardware.

e Adoption of technologies developed by academia and industry research efforts needs to
be encouraged. Consequently, it is advisable to establish re-usable testbeds to ensure that
new technologies developed by research programs are ready for deployment.

e In order to achieve end-to-end trust, interoperability across trust domains is required.
Consequently, the development of standards to enable trust infrastructure and sharing of
trust properties, including security properties in hardware, is essential to achieve the
stated goals.

e \We need to establish public-domain data repositories of the expected behavior of
software applications and hardware devices, for jump-starting research in this area.

e We propose establishing annual conferences for Hardware-enabled Trust sponsored by
government organizations as well as professional organizations such as IEEE, ACM or
IACR. The goal of these conferences is to foster collaboration among industry,
academia, and government in the design of coherent architectures that incorporate



promising research technologies, to promote publication of prototype implementations
resulting from industry-academia teams, and to facilitate their widespread deployment.

We address game-changing technologies in sections 2.2 through 2.6, and cross-cutting ideas in
section 2.7 and 2.8.

2.2 Idea: End-to-End Trust
What does the change look like?

We define “end-to-end trust” as the ability to secure trust in a distributed heterogeneous
environment. Technologies discussed in this section are hardware-based or hardware-enabled.
End-to-end trust is a collection of technologies, behaviors, implementations, and infrastructure
approaches that, when used consistently, can enable a predictable level of trust in the ecosystem.
The key to building end-to-end trust lies in identifying “trust properties” that can be used to
determine the state of health of the system. For a device, these properties can include evidence
of the authenticity of the hardware, proof that the devices and its software have not been
compromised, and other general or domain specific “trust” information. In addition, we need
protocols to exchange this evidence of “trust” information, approaches to dynamic measurement
of the health of the system, and a way to compose and evaluate the resulting “trust messages” in
order to make a determination of the trustworthiness of a device.

Currently, devices and networks contain some information about their trustworthiness that helps
them operate in their silo. Examples of such information include the fact that a mobile phone ID
has not been blacklisted (e.g., because the device was stolen) as a condition of connecting to a
mobile network; evidence of up-to-date security patching when connecting to a corporate
network, or comparisons of configuration measurements obtained at run time with those stored in
a TPM. This information, however, is not sufficient to evaluate the trust state of a device or
network, and is expressed and transmitted in terms and via protocols that are not interoperable.
For example, when exchanging security-critical messages between a smart phone and a PC, each
device currently has limited ability to determine the trustworthy state of the other and to
communicate it.

If we could ensure that all communicating devices are trustworthy and operate in a trustworthy
environment (that is, if we could establish end-to-end trust), the computing environment would
be safer because each entity participating in a transaction could either vouch for its “trustworthy”
state, or refuse to participate in a transaction without obtaining evidence of remediation. In
order to achieve this, we need a foundation of interoperability across devices, systems and
networks. Our vision is of a future where each device, from a sensor to a PC or server, and each
network can be trusted based on a set of hardware-enabled “trust attributes” that could be
exchanged over common protocols using appropriate trusted infrastructure.

2.2.1 Description

In recent years, some attention has been dedicated to the study of trust in hardware, defined as
adherence to expected behaviour, in components and systems. As the behavior and composition
of computing and electronic systems became more complex, manufacturing of the system
components was globally deployed, and connectivity of these systems became nearly universal;
the definition of the expected behaviors grew more complicated. As a result, some authors now
use trust establishment and the relationship between trustworthiness and trust as the basis of the
definition of trust, e.g.,
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Trust: the degree to which the user or a component depends on the trustworthiness of another
component. Trust and trustworthiness are assumed to be measured on the same scale. Ideally,
we trust a system or a device because it is trustworthy; a trustworthy system is trustable.
Currently, the limited ability to establish and communicate trust that exists in generic devices
and platforms is not sufficient to provide adequate levels of assurance across the computing
environment. When determining a system’s level of trust, some questions can be formulated
reflecting the main areas of concern:

Is the system secure (does it have the expected security properties and configuration)?
Is it in good standing (did it sustain attacks or unauthorized modifications)?

Is it trustworthy (can it be trusted for the types of tasks it is expected to perform)? Even if
“broken” in the future, can past operations be trusted?

e |s the system genuine (does it comprise only authentic components that are correctly
implemented and are those parts assembled in a genuine way for both hardware and
software)?

e What was its path from manufacturing to deployment?
e Was the design of its elements compliant with the best industry and technology practices?

If technology were available that could dynamically answer most of these questions in an
automated fashion for all components of the ecosystem, the state of security assurance would be
more on par with the dynamic nature of today’s computing environment.

Consequently, we think that game-changing innovation could be introduced by focusing on the
following activities:

e A canonical set of security and trust properties supplemented by domain-specific
information. These properties will attest to the trusted state of a device or a system, will
be available dynamically to help discover trustworthy resources, and will be rooted in
hardware.

e Protocols to communicate this information
e Infrastructure to verify and transmit this information

e Process to compose elements of this information into evidence or a “trust message” and
evaluate it

e Approach to support dynamic measurement of relevant parameters to ensure trust
information is refreshed as appropriate.

e Interoperability to support this functionality across various silos.

e Privacy-protecting, un-forgeable, and trustable device identify to support reliable
attribution and manage connections to and from the device.

Additional technologies that help support end-to-end trust:
e System “DNA” that vouches for system authenticity from the bottom up. The “DNA”

itself may not be disclosable for privacy reasons, but it needs to be able to attest to the
system’s success in passing authenticity tests.

e Authoritative whitelist repository of the signatures for components and software
signatures
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Ideally, devices will be able to exchange trust messages prior to accepting connections or
messages.

On a non-technical level, we must create incentives to define and deploy trust technologies (as
well as to understand why the first generation of these technologies was not commonly
deployed). We also need to ensure that trust features do not require significant tradeoffs in
performance and usability.

Finally, in terms of system development, it would be attractive to build systems from the bottom
up with constraints that can enforce safer behavior at all levels. Object-oriented programming
can provide some guidance for approaches in this area. Hierarchical trust models that are
currently used in most systems have multiple dependencies (software needs to trust other
software and operating systems). It would be interesting and productive to consider replacing
these models with a new generation of trust models rooted in hardware.

2.2.2 Inertia
Why haven’t we done this before?

The previous stage of the development of the connected heterogeneous distributed environment
was dedicated to increasing reach (including computing power) and connectivity, and ensuring a
sufficient level of interoperability to support connectivity on a larger scale. Elements of trust
that were developed were domain-oriented (e.g., adapted for mobile phones operating on the
same types of networks). At the time these elements were designed, interaction among different
classes of devices was not yet envisioned as very important.

Additionally, large-scale trusted environments represent a new area. The first generation of
technologies in this field were designed without much consideration of issues of deployment and
flexibility, as evidenced, e.g., by limited user and ecosystem adoption of Trusted Computing
Group (TCG) technologies.

2.2.3 Progress
Why is it technically and environmentally feasible now? What would mitigate our doubts?

Today, the security concerns caused by the diversity of devices and networks in computing
environments are coming to the fore. As the computational capabilities of devices other than
PCs increase, so do the security threats and malware adapted for these devices. The community
is more ready than ever before to address the issue of trust in a comprehensive fashion. There is
a clear need to extend end-to-end trust to electronic processes. In a process where diverse
devices, e.g., PCs and smart phones, are equally engaged, trust needs to be extended to all
entities taking part in the process.

Moreover, the existence of the first generation of trusted computing technologies highlights both
the promise and serious shortcomings of the current approaches. We can improve the next
generation of technologies based on the lessons learned up to now, resulting in more successful
adoption. Drawbacks of the current generation of technology as well as the role of the
ecosystem and infrastructure have also been highlighted and the technical community has
benefited from these lessons.

Finally, each domain (from mobile telephony to computer platforms and TCP/IP networks) has
developed some level of understanding of what trust means in that environment and limited
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mechanisms to support a certain level of trust (e.g., the ability to blacklist rogue devices in
mobile networks). This knowledge can be used to build a viable approach with some level of
commonality across domains, as well as domain-specific features.

2.2.4 Action Plan
What is a reasonable path to pursue? What will accelerate the change?

Short term:

e Establish an operational pilot implementing these concepts, in the short term based on the
Trusted Computing Group (TCG) technologies.

e Develop a national trust infrastructure testbed that deploys and instruments TCG-based
technologies and associated system architectures (Network Admission Control [NAC]
and/or Trusted Network Connection [TNC], trusted virtualization) in a distributed testbed
for academic, industry, and government research collaboration. Initially, the testbed can
help assess deployability of currently available trusted computing technologies, including
Trusted Platform Module Management (TPM)-based device identity, NAC, hypervisor-
based attestation, and domain isolation, and include all currently available platforms, e.g.,
PCs, servers, routers, mobile phones. More importantly, the testbed needs to be designed
so that it can be re-used for multiple projects and adapted for the next generation of the
technology, to ensure early assessment of new ideas. The estimated cost is two million
dollars over three years.

e Establish a study group to assess (beyond currently available market research) the reasons
why TCG concepts have not gained more traction and whether it is possible to incentivize
the stakeholders to enable operating systems, infrastructure, viable applications, and a
sustainable model of deployment or if new approaches are more viable. This group will
also generate recommendations for the new generation of technologies. This group needs
to include an active participation of verticals, such as health, financial, Supervisory
Control and Data Acquisition (SCADA), in order to assess the views of the users (as
opposed to designers and developers) of trusted computing technologies. The estimated
cost is two hundred thousand dollars.

e Establish a representative task force that will assess steps necessary to develop end-to-
end trust technologies, starting with the common and domain-specific set of trust
properties. The task force, international in scope and comprising industry, academia, and
government representatives, must propose concrete recommendations and solutions. It
needs to include a forum of verticals to establish a general approach to standards in inter-
trustability.

Long term:

e Establish an independent body (Non-government organization co-funded by industry and
government) to test and score trustworthiness of devices and networks; this could be
performed by a security testing institute, described later in this report. This organization
could also provide tools for self-testing where appropriate.

e Ensure continuous operation of a trusted infrastructure testbed where new technologies in
this area could be tested in order to detect issues at early stages. The testbed (described at
its initial stage in the section above) will be operated by a consortium consisting of
academia, industry, and government. See above for cost.
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e Develop standards for inter-trustability (canonical set of trust properties, domain-defined
parameters, dynamic measurements, attestation protocols, and infrastructure
requirements). The developers of these standards should collaborate with the testbed
group.

e ldentify and develop standards for device identification — Include a way to describe a
system or device top-to-bottom starting at integrated-circuit (IC) levels

o Define additional infrastructure services needed to carry out end-to-end trust, such as:
e Compromised or revoked key replacement services

¢ Repository of white-listed hardware and software entities and their signatures or other
representative artifacts

e Deployment service to build support for these features in the ecosystem, such as
various operating systems.

e Sustain the level of research activity in the area of end-to-end trust by supporting research
aimed at defining trust technologies for the new generation of devices and networks. The
research needs to include innovative trust models, novel approaches to encryption, ways
to capture and communicate trust “messages,” and privacy-enhanced trust
representations. The estimated cost is $10 million over three years.

Enabling Hardware to Thwart Attacks

Today, we do not know whether there is malware in our computers. We also cannot prevent
inadvertent information leakage from our correctly-executing hardware. Tomorrow, our vision
is to design computers that will not execute malware. Our personal computing devices will

enable us to control the protection of our private information stored in on-line storage systems,
and will not leak information through side-channel attacks.

We propose three major directions for hardware to counter attacks:
1. Trustworthy hardware that will not leak information.
2. Hardware that will not execute malware.
3. Hardware-assisted secure storage and self-protecting data.

2.3 Idea: Trustworthy hardware that will not leak information

Today, attackers can obtain secret or sensitive information from our computers by side-channel
attacks without breaking any rules or security policies, but just by observing hardware behavior.
This undermines strong cryptographic protections and strong software isolation provided by
Virtual Machine (VM) technology.

Tomorrow, we want computers to have leak-free hardware, where trustworthy hardware
components and systems do not leak information. Only very slow or inaccurate side-channel
attacks would be possible - hence, significantly increasing the work factor for the attacker and
changing the game.

2.3.1 Description

Hardware features, introduced into microprocessors and embedded processors to increase
performance or decrease energy consumption, can be used by an adversary to leak information
through side channels and covert channels. Since the microprocessor’s clock is typically the
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fastest clock in a system, this can result is much faster information leakage than previously seen
with covert or side channels based on operating-system, disk, or input-output devices. Inside-
channel attacks, the attacker does not break any rules in the security policies implemented by the
system, but merely observes the power usage or execution time of the victim computer. In recent
software cache-based side-channel attacks, the attacker was able to deduce the entire secret
encryption or signing key by just observing his own cache access times or the execution times
taken by a software encryption program. Current software solutions are ad-hoc — each software
implementation of an algorithm using secrets must be rewritten and carefully retargeted for each
hardware implementation. The goal of this research direction is to design hardware that is itself
more trustworthy in that it does not inadvertently leak secrets.

Hardware processor features like simultaneous multithreading (SMT) or hyper-threading,
speculation, and branch prediction can also be used to leak secrets in covert-channel or side-
channel attacks. Computer architects must be incentivized to design security-aware computer
architecture that does not compromise security for the sake of performance, or vice versa.

Can we design hardware components, like cache subsystems, that are inherently leak-free?
Alternatively, can we develop Computer-Aided Design (CAD) methodology and tools that can
automatically convert circuits so that they thwart side-channel measurements of power usage or
timing? For example, a post-design phase may take any circuit block, inject random values at the
entry to a circuit block and remove them at the output to “mask” the circuit from side-channel
measurements. Even if this masking is not perfect, it will significantly increase (by orders of
magnitude) the attackers’ work factor to mount a successful side-channel attack.

Since many of these leak-free hardware techniques employ randomization to thwart attackers and
increase their work-factor, there is synergy between this research thrust and that of Moving
Target Defense.

2.3.2 Inertia

It is hard to enumerate all the potential side channels in a computer. This will be compounded
by new technologies and paradigms such as multi-core chips, virtual machines, and cloud
computing. In general, there is a tension between optimizing designs for performance or for
security - although there are now a few concrete counter-examples that this need not be so.
When attackers had much easier attack paths, they did not bother with side-channel attacks.
Users are unaware of the existence of these side-channel attacks and the serious damage that can
be done if critical data, like secret encryption keys, are leaked - voiding the confidentiality and
integrity previously provided by strong encryption.

2.3.3 Progress
Why technically and/or environmentally is it feasible now?

Technically, we now have concrete examples that it is possible to defeat side-channel attacks and
improve performance at the same time. For example, by rethinking the well-studied field of
cache architectures (perhaps the most critical component for hardware performance), researchers
were able to thwart attackers as well as improve cache performance, by using dynamic
randomization of memory to cache mappings coupled with innovative circuit and micro-
architectural optimizations. Other approaches have even used gate-level techniques to make
simple microcontrollers leak free. Only very slow, hard to achieve, side-channel attacks may
remain, increasing the difficulty of a successful side-channel attack by orders of magnitude.
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Also, masking techniques for protecting an arbitrary hardware circuit by the use of tools that can
transform a given net-list (hardware implementation block) to a “masked net-list” have been
designed, and research is advancing in this area.

Environmentally, side-channel attacks in the commercial world have been very damaging, and
thus there is increased interest in thwarting these attacks in both the private and public sectors.

234 Action Plan

e Provide tax incentives and other policy incentives for hardware companies to work with
academia to design hardware that treats security as a first-class design goal, together with
performance, power consumption and cost. Hardware must be designed to withstand a
suite of attacks.

o Create a suite of security tests that a designer can use to test his design against known and
potential side-channel attacks. Note that these tests may have to be written so they can be
re-targetable for different processors and implementations. This same suite of tests can
also be used by an independent organization to characterize or qualify the security of a
given computer. This can be part of the National Information Safety Board (NISB),
described later.

e Establish a competition to design new cache architectures, new memory architectures, or
new processor architectures by collaborative industry-academic teams. Implement the
best ones in open cycles the government may have in trusted fabrication lines. In
alternate years, focus the competition on breaking the design. Hence, the competition
will alternate between a design competition and a break-the-design competition.

2.35 Jump-Start

¢ In 90 days, we envision an RFP for academic-industry teams to build prototype hardware
subsystems (e.g., caches) that defeat side channel attacks while improving performance.
Fund a pilot program where a few industry-academia teams implement credible
prototypes of selected design proposals that seem to be widely deployable. Silicon-based
chip prototypes should be completed in two years, while FPGA-based prototypes should
be completed in one year. The implemented designs are then made available to the
public for extensive testing and attacking. The cost of this pilot program over 3 years is
estimated to be $10M.

2.4 Idea: Hardware that will not execute Malware

Today, hardware blindly executes any software, including malware. Tomorrow, the game
change we propose is that even if the computer is penetrated by malware, this malware will not
be executed. This assumes an imperfect world where malware can exist in a computer but do no
damage, just as viruses may exist in a healthy human body but not cause illness. Hardware will
be designed to continuously measure and monitor normal behavior, and thus thwart the execution
of many types of malware. Hardware will be designed to instinctively protect overuse of its
resources, or other actions that damage the health and welfare of the system. In this regard, there
is synergy between this research thrust and Nature-inspired Cyber Health.
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24.1 Description

Program measurements often indicate a relatively narrow range of normal behavior. Models of
normal behavior can be developed, often called process characterization in embedded control
systems. Strong deviations from this normal behavior can be prevented by continuous hardware
monitoring. Such deviant behavior can be quarantined and further checked, e.g., for legitimate
but irregular or infrequent behavior, or legitimate surges of activity, before being allowed to
execute. If this works, hardware will refuse to execute malware. Hardware can also do runtime
checking of code integrity, not just load or launch time code integrity checking.

Hardware can also protect the measurements themselves as well as the process, so that it cannot
be subverted by an attacker, including by a compromised operating system. The methodology
must include sanitization features for malware already present and allow measuring of different
parameters, state or dynamic paths. In addition to the normal behavior of software, hardware can
also monitor the normal behavior of hardware. To detect hardware Trojans, state machines can
be developed to characterize normal hardware behavior.

Hardware can also be designed to mimic instinctive behavior that protects against predatory
actions, such as depletion of its resources or damage to its critical functions.

24.2 Inertia

False positives can be disruptive at worst and annoying at best. False negatives are also possible
with undetected attacks because the system’s behavior still looks normal. Continuous
monitoring may take up significant bandwidth for storing the data. Not enough compute power,
bandwidth or storage was available for such continuous monitoring in the past.

The research into instinctive computing is in its early stages.

2.4.3 Progress

There has been quite a bit of research in anomaly detection and characterizing normal behavior
for networks and for software, but less has been done for characterizing hardware behavior.
Deployment of existing research is in a primitive state. Some companies have products that
provide robust characterization of certain embedded systems, e.g., process control systems. Such
protection provides defenses against attacks that have not been seen before and thus are not in
attack-signature databases.

Hardware collection can automatically collect the data and is non-by passable. Multi-core chips
and cheaper hardware allow this monitoring and collection to be done without impacting
performance. Hardware can protect the measurements and measurement procedure — an
advantage over pure software monitoring.

By adding such measurement technology to SCADA systems, we can significantly improve the
protection of security-critical process control systems of critical infrastructures such as the power
grid.

24.4 Action Plan

e Support a 5-year research plan into software and hardware monitoring and normal
behavior characterization of systems, from embedded systems to multicore systems to
distributed systems. Identify the parameters and the methodology to measure varying
system characteristics, and the normal behavior of a user or group of users. Research the
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methodologies for hardware to collect the measurements and to efficiently stream data for
off-line analysis. This will also improve collection of audit trails.

e Together with the thrust for Nature-inspired Cyber Health, put out an RFP for new
computer architectures that embody instinctive self-protection mechanisms.

2.4.5 Jump-Start

e In 90 days, issue an RFP for academic-industry teams to develop prototype systems
which apply software behavior measurement and monitoring technology to selected low-
entropy systems. For example, this could be a SCADA system or a web server. The
implemented designs are then made available to the public for extensive testing and
attacking. The design should be tested to see that it can handle legitimate peak loads, or
irregularly scheduled jobs or activity. Identify what should be and what can be measured.
The cost of this jump-start program is estimated to be $6M over 3 years.

e Make available the sanitized data characterizing different programs and systems that
already exists in industrial and government labs, to jump-start the research in normal
behavior characterization and methodologies, and attack patterns, for real applications.

2.5 Idea: Hardware-assisted secure storage and self-protecting data

Today, users are concerned about storing their secret or sensitive information in on-line storage
(e.g., in Cloud storage). Privacy concerns prevent consumers from storing sensitive data, and
confidentiality concerns prevent companies from storing proprietary information. Our vision is
to develop user-controlled secure storage technologies that prevent adversaries from being able
to view or modify such data, which could be stored in essentially un-trusted storage and
transmitted over public networks. Of course, the Cloud storage provider should also make every
attempt to provide secure and reliable on-line storage. In the longer term, we propose new
architectures for self-protecting data, which can essentially be stored anywhere.

25.1 Description

One idea is to build fundamental architecture for secure key management and cryptographic
processing into commodity client devices. Thus, each client device will have a minimal set of
hardware-rooted, non-by passable security mechanisms that allows secure storage, retrieval or
regeneration of a user’s keys. The user’s computing device can then automatically and
seamlessly encrypt and hash all its sensitive information before transmitting it over public
networks to on-line storage servers. This leverages decades of work in cryptography and
security protocols to provide confidentiality and integrity of protected information, with new
hardware-based key management techniques. Because the user may have many keys and key
chains — including symmetric keys, private keys, public keys, and their certificates — the key
management architecture should allow the keys themselves to be stored securely in on-line
storage, i.e., not subject to device storage restrictions. This idea uses hardware-rooted trust in
client devices to provide user control of Cloud storage, where the user may not completely trust
the storage itself.

The Cloud storage provider should also provide the user convincing assurances of secure and
reliable on-line storage. Storage area networks (SAN) and network attached storage (NAS) are
no longer disk drives hiding behind server systems, but rather full-fledged network nodes
themselves. They need to selectively share data with multiple clients with different security
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needs. Users must be allowed to specify access control policies. Data leakage attacks through
covert channels must be controlled. The storage device and controller architecture should be re-
vamped to include these new security needs.

Another idea is to implement a new architecture that provides self-protecting data. For example,
this may be based on secure objects. The object defines the set of allowed operations for
different users and programs. The allowed operations may be based on the requester presenting
certain capabilities or tokens. Here, we envision hardware support for data encapsulated as self-
protecting objects that control access to and operations on the data (through encryption or other
means). Today, we must be concerned with securing storage and restricting the flow of data.
Self-protecting objects would free us from these concerns and make it impossible for an attacker
to exploit purloined objects without appropriate credentials. This game change could be a key
enabler in ensuring the integrity and confidentiality of data for future systems ranging from a
national health database to secure cloud services for small businesses.

The key to this game change is the shift from building systems that protect data flow and access,
to data objects that inherently protect themselves. We envision cryptographic techniques that
allow objects to be encrypted such that access to operations on those objects will depend upon
the identity or key of a component. This game change has a strong relationship with the Digital
Provenance area and depends upon similar issues of identity establishment and key distribution.
Data objects also facilitate maintenance of digital provenance. These could leverage the data-
tagging mechanisms used in previous architectures.

252 Inertia

Building secure key management and cryptographic hardware in commodity client devices is
likely to increase the cost. Commodity devices are very cost-sensitive and even minor additions
are difficult to include.

Building flexible security policy enforcement in storage device controllers was not done in the
past because disk designers assumed that this would be done by front-end server systems.

New architectures like self-protecting objects require the entire software infrastructure to be built
and applications to be migrated or recompiled. Data encapsulation requires increased storage
capacity and data bandwidth at all levels of the system. Both increases have traditionally been
viewed as impractical. Performance and power overheads for encryption and decryption have
also traditionally limited commaodity application.

2.5.3 Progress

To “do it right” rather than applying successive band-aids, the time may have come to jump-start
a new architecture that includes security as one of its primary goals, together with performance
and power. This new architecture may start with self-protecting data, rather than with
computation.

Substantial increases in storage capacity and data bandwidth make encapsulation plausibly
practical today and into the future. Advances in identity-based encryption, group-based
cryptography, and metadata representation show promise and perhaps could be combined to
achieve a practical cryptographic solution to achieve self-protecting objects.
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254 Action Plan

Jump-Start: Put forth an RFP for a $10 million program to build prototypes to implement
fundamental and flexible key-management mechanisms in commodity devices, e.g., a notebook
PC, or an iPhone or cell phone. This may involve extensions to a microprocessor chip and the
development of a chip prototype. Another pilot team may use TPM technology. Connect this
client device prototype to cloud storage services and subject it to public testing and attacks.

Jump-Start: In 90 days, produce a Request for Proposals (RFP) for a $2 million program to
build prototype systems that emulate self-protecting objects through trusted components and
protocols that control every object operation. Complete these prototypes in one year to facilitate
experimentation and innovation.

Long-Term: Sustained investment of $20 million over five years is needed to develop new
architectures based on self-protecting objects, cryptographic techniques, and integrated hardware
mechanisms to efficiently implement this game-changing technology.

2.6 Idea: Hardware-Enabled Resilience

Today, a compromised system does not guarantee the integrity or availability of critical services.
Tomorrow, we envision resilient computer hardware that can guarantee the execution of critical
services even while compromised. This will significantly increase the work factor of attackers
by protecting critical services from corruption or denial of service. Today, if we find out that
we’ve been had, there is no easy way to get back to a pristine state. Tomorrow, the hardware
(together with trusted software) will restore this pristine state.

We envision future systems that provide these guarantees by leveraging techniques traditionally
applied to achieve fault tolerance and apply these techniques to protect critical services from
attack. This game change could be a key enabler for a future Internet immune from malware
disruption.

2.6.1 Description

Specifically, we envision future systems that incorporate the following techniques in hardware:
redundancy, diversity, check-pointing and recovery, and self-repair and evolution.

One instantiation of such future systems would be a multi-core processor incorporating some or
all of these techniques. Multiple cores can be used to redundantly execute critical code, and
majority-voting mechanisms can be used to inhibit compromised cores. The cores can be
designed differently to provide hardware diversity and prevent simultaneous compromise of
multiple cores. Hardware support for efficient check-pointing and recovery can be used to
supplement redundancy by tolerating compromises. When an attack is detected, hardware can
potentially roll back to an uncompromised state and replay computation with attack vectors
removed.

Finally, in the spirit of moving-target defense, aspects of the design could be reconfigurable at
the gate or architectural level. This reconfigurability can be exploited to repair malicious or
vulnerable hardware, as well as evolve structures to become more resistant to attacks as
vulnerabilities become known.
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2.6.2 Inertia

In the past, these security techniques have been regarded as too expensive in terms of silicon
resources, performance, and power. Resistance from the microprocessor industry to implement
this game change could derail the change. Cost constraints from the embedded processor area
could derail change in the majority of market segments. General lack of demand for advanced
security features in many markets leads to lack of incentives to develop and implement such
features.

2.6.3 Progress

Silicon cost of implementing these mechanisms has decreased dramatically. At the same time,
the safety of computation has become increasingly important as our devices are used to process
critical business transactions, control essential utilities, and manage our daily lives.

Microprocessor vendors are looking for ways to add value to their transistor-rich products.
Hardware-supported security and resilience, if given proper incentives and optimized for low
cost (area, performance, and power), could add such value.

2.6.4 Action Plan

Jump-Start: In 90 days, we envision a $1 million RFP for academic-industry teams to build
prototype systems using Field Programmable Gate Array (FPGA) technology and discrete
components. We expect such prototypes to be completed in one year to provide platforms for
experimentation and innovation. We further recognize a pressing need to establish benchmarks
and metrics in the first year to test and quantify developing systems’ resilience to attack.

To enable industry adoption of this game change, realistic prototypes and industry involvement
are essential. A major research program with substantial, sustained investment is needed to
develop credible silicon-implementing resilience techniques. We envision a five-year, $50
million research program to support academic-industry teams to build multi-core chip prototypes
incorporating resilience mechanisms.

An orthogonal action to provide incentive for this game change involves creating an
independent, government test organization to evaluate and score product systems (see below).

Crosscutting Ideas

2.7 Idea: National Information Safety Board (NISB)

Establish an independent testing organization to test and rate the safety and security of computer
systems. This organization will be an NGO co-funded by industry and government. We could
call it the NISB, analogous to the National Transportation Safety Board (NTSB). The NISB
rating would give manufacturers an incentive to improve the security of their hardware and
system designs. Consumers would also be made more aware of the importance of security and
the security differences among systems.

2.7.1 Description

The NISB would, with expert help from its members (government and industry, possibly
academia), develop metrics for evaluating system safety and security. These metrics might be
focused on vertical domains such as cell phones, financial applications, and Internet services.
Different system configurations would be tested such as best practices and user-
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misconfigurations, analogous to NTSB crash tests conducted with and without seat belts.

Scoring should be relatively coarse-grained since the metrics and tests cannot be comprehensive.
The NISB will also define test strategy, including self-certification and other methods, in order to
increase the reach and responsiveness. The NISB could also investigate critical security
breaches and issue findings as to causes and mitigations, as well as potentially issue safety
recalls and require reporting of incidents. The NISB will issue recommendations for research
strategy in the area of security metrics; it may also fund or otherwise support such research.

2.7.2 Inertia

Security has not traditionally been regarded as a high priority in the evaluation of computer
systems. Metrics for computer system safety and trustworthiness are difficult to define in a
consistent and meaningful way. A process for applying these metrics that is objective and
adapted to today’s fast product cycles is difficult to devise. Given short production cycles and
lifetimes of most ICT products, it has been difficult to develop and sustain an operation that
could cover a large subset of tens of thousands of systems and devices.

2.7.3 Progress

The National Cyber Leap Year (NCLY) Summit, with the support of the current Administration,
hopes to make security a critical focus in system evaluation. Efforts such as the Common
Vulnerabilities and Exposures (CVE) database, provide a starting point for vulnerabilities and
test development. The size and diversity of the IT market requires a cooperation of all the
stakeholders — industry, academia, government — and new models for defining metrics and
designing and administering tests, including via self-testing.

2.7.4 Action Plan
Jump-Start: In 90 days, establish a charter for the NISB.

In one year, recruit core participants and develop an initial set of metrics and tests for computer
systems in different vertical markets.

The NISB will require sustained and increasing support to maintain test coverage of an ever-
changing set of systems and to investigate serious security incidents. We expect the NISB will
require at least as much funding as the NTSB, which has an annual budget of $79 M (2008).
This funding can be shared by government and industry. The NISB needs to be very nimble, in
response to the constantly changing market, be able to recruit new expertise quickly, and develop
creative approaches to testing. An NGO is the best form for such an organization.

2.8 Idea: Establish an Influence Cell

Today, too many leap-ahead ideas die on the vine because they are not implemented by vendors
or because those who procure IT place more importance on factors other than security.
Tomorrow, an Influence Cell will help attract the right players and influence methods to greatly
increase the likelihood of change.

2.8.1 Description

The Influence Cell is a small office of about five people supported by consultants who are
national influence experts. They mine the results of this Summit and other sources in search of
game-changing opportunities. As they identify opportunities, they leverage the expertise of key
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leaders such as the Summit attendees and a cadre of senior people who participate in advisory
boards and science boards. Those people work with the experts to select the most promising
actionable opportunities. The influence experts conduct analyses to judge why past efforts have
failed and craft strategies to guide action and measurement of progress.

2.8.2 Inertia

There have been successes in IT change, often implicitly using influence and change
management. However, sometimes the successes have involved massive investment (e.g., high-
performance supercomputing initiative) and sometimes they have simply been ad-hoc efforts that
succeeded without explicit influence strategies. Most government efforts to shape the
commercial IT marketplace (or even government IT practices) have fallen well short of their
objectives.

2.8.3 Progress:

Over the past few years, much progress has been made in turning influence from an art into a
science, e.g., see Influencer: The Power to Change Anything®. Furthermore, environmentally,
the climate for improved IT security is far stronger now than ever before, e.g., never before have
the White House, Congress, the Office of Management and Budget (OMB), and Federal agencies
placed security so high on their agenda — the Comprehensive National Cybersecurity Initiative
(CNCI) is utterly without precedent and offers a potent window of opportunity. Vendors have
security higher on their agenda than ever before; however, commercial pressures have too often
prevented security capabilities from being built, bought, or used.

284 Action Plan

e In 30 days, charter a team with a $500,000 budget to plan an Influence Summit and
establish an Influence Cell

e In 60 days, hold an Influence Summit of 20 select people to critique and develop three
proposed influence pilots

e In 90 days, establish an Influence Cell with a $3 million annual budget

e In ayear, perform an independent assessment of the office; the assessment recommends
whether the office should continue and, if so, how it might be improved.

29 Conclusion

Cyber threats are causing a steep increase in financial and economic losses to a degree that has
raised cybersecurity to one of the top national priorities. With this increase in awareness and
motivation comes a corresponding increase in opportunity. Decreasing hardware costs change
the business equation. Industry sees the need for change. The time is right to begin to use
hardware to enforce trust and support security at a much broader level than today.

! patterson, K., Grenny, J., Maxfield, D., and McMillan, R. (2008). New York, McGraw-Hill, VitalSamarts, LLC
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Developing strategies to take advantage of security and trust capabilities of hardware is
extremely important. Coordinated action is needed now to create a foundation for a safer
computing environment that is crucial for the national economy.

This report identifies a family of jump-start activities that, with modest investment, can catalyze
the actions needed to leap ahead to develop much stronger hardware foundations. Pilots and
prototypes can guide the way for longer term technological investments while developing the
partnerships and organizations to leverage new incentives, provide critical community standards
and services, and reshape cultures. The path to a secure future begins with these next steps.
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3. Cyber Economics

New Game: Crime doesn’t pay
This section explores Cyber Economics as a path to this new game.

3.1 Introduction

The economics of cybersecurity reflects the recognition that information security problems are,
fundamentally, issues of misaligned incentives and misallocated resources - and therefore
economic problems that require economic, more than merely technical, game changing solutions.
Accordingly, the Cyber-Economics group at the 2009 National Cyber Leap Year Summit
identified four economic strategies through which research and policy efforts may spur game
changes in cybersecurity:

1. MITIGATING INCOMPLETE INFORMATION: Mitigate incomplete and asymmetric
information barriers that hamper efficient security decision-making at the individual and
organizational levels.

2. INCENTIVES AND LIABILITIES: Leverage incentives and impose or redistribute
liabilities to promote secure behavior and decision making among stakeholders.

3. REDUCING ATTACKERS’ PROFITABILITY: Promote legal, technical, and social
changes that reduce attackers’ revenues or increase their costs, thus lowering the overall
profitability (and attractiveness) of cybercrime.

4. MARKET ENFORCEABILITY:: Ensure that proposed changes are enforceable with
market mechanisms.

In addition to the above four directions, the Cyber-Economics group observed that the purpose of
information and communication technologies is not to provide perfect security, but to enable
society to accomplish other objectives. This implies that we should not focus on absolute but on
relative concepts of security and reliability in an unavoidably, necessarily insecure world — a
fundamental issue of costs and benefits: How good does the security of various systems have to
be? Or, in other words: What level of technical insecurity do we decide to accept, and live with?
(This approach is further discussed in the National Cyber Leap Year Summit 2009 Participants’
Ideas Report under the “Swimming with the Sharks” section.)

This document offers a number of research and policy recommendations based on a subset of the
ideas discussed at the Summit that relate to the four strategies identified above. Further insight
on the discussions of the costs, benefits, feasibility or potential unintended consequences of
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various game-changing ideas and recommendations can be found in the National Cyber Leap
Year Summit 2009 Participants’ Ideas Report.?

3.2 Mitigating Incomplete Information

Meaningful economic analysis of security problems cannot be achieved without representative
data, rigorous metrics, and theoretical models to analyze those data. Unfortunately, security
relevant data today is either scattered or, in fact, largely unavailable. Organizations have few
incentives to publicly share information about attacks and infection rates. Consumers are both
unmotivated and unable to report data to anybody who would be in a position to react.
Furthermore, for the data that we do collect, we often lack a clear understanding of how to
process that information for security signals -- or even if we are collecting the right information.
Our limited understanding of how to construct security metrics that are economically meaningful
also contributes to this lack of clarity around what data to collect and how. These deficiencies
create a significant barrier to efficient policy making, corporate investment, and individual
behavior: Do we invest enough, too little, or too much in security? Are the costs of a certain
technology worth the risk it mitigates? How can we make more efficient security investments?

Several ideas proposed and debated by the Cyber Economics group focused around these
problems. The consensus among participants was that better data and metrics would enable a
variety of economic analyses that could vastly improve the state of security. We could more
easily evaluate the cost-benefit tradeoffs of various approaches to security, have a clearer
understanding of risk, and enable better security investment decision making. We could
understand the behavior of attackers better to assist in investigations and forensic analysis of
security incidents.

3.21 Recommendations

Based on the discussion at the Summit, we recommend a combination of short-term and medium
terms research and policy initiatives. Such initiatives are only briefly highlighted here. As noted
above, the interested reader should find additional details and possible jump-start plans in the
National Cyber Leap Year Summit 2009 Participants’ Ideas Report.

1. Interdisciplinary Workshop on Economic-relevant Cybersecurity Data and Metrics.
Lack of reliable and representative data about cybersecurity incidents, investments, and
trade-offs hampers decision making at the government, corporate, and individual levels.
Furthermore, lack of agreement on standardized and lack of reliable and representative
data about cybersecurity incidents economic relevant metrics impairs our ability to
analyze the data. To address this problem, we recommend holding an interdisciplinary

2 We would also like to refer the interested reader to other reports that, in recent years, have covered similar issues:
“National Cyber Security Research and Development Challenges,” 13P, 2009; “Toward a Safer and More Secure
Cyberspace,” CSTB and DEPS, 2007; “Report to the President on Cyber Security: A Crisis of Prioritization,”
PITAC, 2005; “Ensuring (and Insuring?) Critical Information Infrastructure Protection”, Rueschlikon Conference on
Information Policy, 2005; and “Four Grand Challenges in Trustworthy Computing,” Second Conference on Grand
Research Challenges in Computer Science and Engineering, 2003.
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workshop to address how we can choose, collect, standardize, and share data on
incidents, attacks, infection rates, and security related losses. The workshop would bring
together initiatives already discussed in related, but scattered, efforts (such as those by
CERT, various ISPs, [central] banks, as well as specific efforts by Securitymetrics.org,
the Open Web Application Security Project, the Center for Internet Security, MetriSec,
and so forth), extending them to focus on the economic significance and purpose of those
metrics. The workshop would address both theoretical and practical challenges.
Workshop attendees should also include government representation from the Office of
Science and Technology Policy (OSTP), the Council of Economic Advisor, and the
National Bureau of Economic Research, in addition to academic and industry
representation.

Incentivizing Information Sharing.

We recommend focusing policy efforts towards the creation of a public repository of
data, by incentivizing (or, in fact, mandating) public and private sector organizations to
share and disclose data on incidents, attacks, infection rates, and — where possible —
security related losses. By making such information publicly available, policy-making,
research, and the industry as a whole would benefit. While details about this idea are
available in the National Cyber Leap Year Summit 2009 Participants’ Ideas Report, we
note here that one of the primary challenges in fostering this change lies in finding proper
mechanisms to incentivize firms to contribute such information, striking the right balance
between protecting firms’ confidentiality (through anonymization and aggregation) and
guaranteeing sufficient social utility of detailed micro data.

Cyber-NTSB.

We suggest the genesis of an entity similar to the National Transportation Safety Board
(NTSB) - an independent Federal agency charged by Congress with investigating every
civil aviation accident in the United States or significant accidents in the other modes of
transportation, and with issuing safety recommendations aimed at preventing future
accidents. A similar organization in the cybersecurity area would be charged with
investigating major security breaches and incidents and issuing public recommendations
aimed at preventing similar attacks. US businesses may be obligated to cooperate with
investigations. This organization would help solve the information gap that currently
hinders efficient security decision making.

Funding for Cyber Economics and Understanding Security Behavior.

We recommend that more funding become available to address some of the basic issues
in cyber economics, such as metrics, incentives, liability, and enforcement. Furthermore,
we note that the mere provision of additional information for market players may not
change their incentives to act on security threats and therefore their behavior: economic
incentives fall flat without understanding of human factors, because of behavioral and
cognitive biases that affect individual consumers and corporate agents. Hence, we also
recommend promoting interdisciplinary research on cybersecurity behavior, spanning
psychology, human-computer interaction, security usability, human factor, behavioral
economics, and behavioral decision research. Because of the need for fundamental
answers to some of these questions, funding in the above areas should be directed
primarily towards academic, nonprofit, and industrial research organizations through
programs with interdisciplinary requirements and interdisciplinary review processes.
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However, in addition to traditional research funding models, funding agencies could
experiment with non-traditional approaches, such as requiring that government-funded
cybersecurity research projects or procurements include a cyber economics component or
collaboration, inter-agency sponsorships, or Small Business Innovation Research (SBIR)
and Small Business Technology Transfer (STTR) programs used to draw in small
businesses to help address these research challenges.

Numerous other ideas were discussed at the Summit. They include: requesting that vendors of
security systems disclose an impact analysis of the benefits and costs of their products to various
stakeholders, similar to an Environmental Impact Analysis (including forecasted users efforts);
and developing a risk adjusted return on investment methodology. Details about and critiques of
these ideas are also available in the National Cyber Leap Year Summit 2009 Participants’ Ideas
Report.

3.3 Incentives and Liabilities

Generating incentives to jump-start a market (for instance, a cyber-insurance market for vendors
or for business users of security products) or imposing costs to affect behavior (for instance, in
the form of liabilities or accountability requirements) are traditional economic tools. They work
by influencing stakeholders’ profit functions, therefore affecting their behavior so that they
conform to some desired objectives. Understanding and influencing security stakeholders’
incentive structures is, therefore, a key to getting stakeholders to behave in a way that will
improve overall security; for example, economists argue that the burden of preventing distributed
denial of service attacks should fall on the operators of the networks from which the attacks
originate - because they are arguably the entities facing the lowest costs to remedy the situation.
However, what form of product or service accountability in the realm of cybersecurity may be
actually beneficial has been a hotly debated topic in the literature and at the Summit;
complicating factors include the inter-reliance between different information systems and
components, the unknown liability path for open source products, the need not to stifle
innovation, and the risk of imposing substantial compliance costs to vendors without actually
improving overall security.

3.3.1 Recommendations

Based on the discussion at the Summit, we recommend a combination of short-term and medium
terms research and policy initiatives:

1. Workshop on Accountability in Cybersecurity.
We recommend convening a multidisciplinary workshop, perhaps even an annual series,
on the technologies and policies to support accountability in cybersecurity. Established
secure development practices standards for hardware and software would be evaluated
and best practices identified. Furthermore, additional research on the issue and
consequences of vendor liability and accountability would be encouraged.

2. Vendor Accountability.
Also inspired by the results of the aforementioned workshop, we envision producers of
software and hardware collaborating with consumers and industry groups on sets of
baseline security and privacy development practices and guaranteed security capabilities.
Initially, this effort will focus on key industries - such as healthcare and cyber-physical
systems (where some efforts are already underway) - and incentives for following these
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practices would likely take the form of consumer (industrial, trade association,
government, etc.) procurement guidelines. (There are already efforts among some of the
DHS working groups on how acquisition teams can support this effort.) In absence of
industry compliance, however, regulators may have to consider stronger forms of
accountability (such as vendor liability), guided by the results of research regarding
complex trade-offs associated with imposing software liabilities. For instance, one idea
discussed at the summit was that vendors may be held responsible for adhering to
recognized software engineering standards (such as not allowing buffer overflows), and
they would not be allowed to disclaim warranties of merchantability or fitness for the
very purposes described in their products’ operating manuals.

Empowering ISPs, Registrars, and Registries.

We suggest considering policies to empower ISPs, Registrars, and Registries to take
action to stop cyber-criminal activities — while also considering their accountability for
failures to address clearly abusive behaviors. A pilot government program could be
enacted to reward ISPs who discover, repair, and clean computers infected with
crimeware — in order to realign the incentives of ISPs to keep their networks from
harboring crimeware. The results of the pilot could be used to evaluate whether such
interventions might be helpful on a large scale.

Fostering the Cyberinsurance Market.

We recommend developing appropriate policies to incentivize the growth of a healthy
cyberinsurance market. The goal of a cyberinsurance market is not just to spread security
risk but also promote the adoption of security best practices and efficient levels of
investment in cybersecurity - in both the business consumer and in the vendor
communities (insured parties have an incentive to lower insurance cost by increasing
their prevention investments). An additional social value of cyberinsurance would
provide reliable risk pricing for internal decision-making. Gathering better data and
metrics on incidents, attacks, and infection rates may make the growth of a
cyberinsurance market more likely. However, one of the primary challenges is to define
harmonized guidelines and train vendors and consumers to implement and audit
adherence to those guidelines. Another challenge lies in dealing with cumulated risk
(through diversity and/or appropriate financial instruments). The goal would be to adapt
insurance models to the specific characteristics of cyber-risk.

Other ideas discussed at the Summit included establishing property rights for personal
information. Details about recommendations and ideas are discussed in the National Cyber Leap
Year Summit 2009 Participants’ Ideas Report.

Reducing Attackers Profitability

From an economic perspective, defenders of information systems can use two (complementary)
strategies: increase the costs incurred by the attacker when he is trying to breach a system, or
reduce the benefit the attacker expects to receive by mounting a successful attack. These goals
can be achieved through technology and policy/policing - and economic theory can help clarify
where different approaches will be most effective, differentiating across strategies by
highlighting their various costs and benefits.

Several ideas along these lines were discussed at the Summit, including: having a more diverse
technology infrastructure, including multiple, isolated, purpose-built virtual networks;
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considering ways to disrupt the attackers with decoys; and moving away from identity-based
authentication to behavior-based authentication. Details about these ideas are discussed in the
National Cyber Leap Year Summit 2009 Participants’ Ideas Report, and further interdisciplinary
and cross-sector research in these areas is recommended.

3.5 Market Enforceability

Incentives, liabilities, and changes in the attackers’ profit function must be “real” - not just
hypothetical - to actually affect market players. This requires efforts aimed towards the actual
enforcement of the game-change - including legal, regulatory, and institutional mechanisms.
Ideas in this area discussed during the summit included an international enforcement agency to
address current international law and treaties and the creation of a centralized organization where
stakeholders who traditionally have no effective means to report and obtain recourse for security
incidents. Details about their benefits, costs, and feasibility are discussed in the National Cyber
Leap Year Summit 2009 Participants’ Ideas Report. Again, further interdisciplinary and cross-
sector research in these areas is recommended.
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4. Moving Target Defense

New Game: Attacks only work once if at all.
This section explores Moving Target Defense as a path to this new game.

4.1 Motivation

41.1 The Need

In the current game, our systems are built to operate in a relatively static configuration. For ex-
ample, addresses, names, software stacks, networks, and various configuration parameters re-
main relatively static over relatively long periods of time. This static approach is a legacy of
information technology system design for simplicity and elegance in a time when malicious
exploitation of system vulnerabilities was not a concern.

In order to be effective, adversaries must know a particular vulnerability of a system. The longer
the vulnerability of a system exists, the more likely it is to be discovered and then exploited.
Many system vulnerabilities are published by researchers and software vendors in order for
system owners to patch those vulnerabilities. A system that remains unpatched is vulnerable to
exploitation. Vulnerabilities that are not publicly disclosed are called zero-day vulnerabilities,
and are known to a limited set of people. Zero-day vulnerabilities present a large risk to system
owners because without knowledge of the vulnerability, they have no way to patch it.

It is now clear that static systems present a substantial advantage to attackers. Attackers can ob-
serve the operation of key IT systems over long periods of time and plan attacks at their leisure,
having mapped out an inventory of assets, vulnerabilities, and exploits. Additionally, attackers
can anticipate likely responses and deploy attacks that escalate in sophistication as defenders de-
ploy better defenses. Attackers can afford to invest significant resources in developing attacks
since they can often be used repeatedly from one system to another.

Current approaches to addressing this problem are to remove bugs from software at the source,
patch software as rapidly and uniformly as possible, and identify malicious attacks against soft-
ware. The first approach of perfect software development does not scale to complete protection
because the complexity of software precludes perfection. The second approach of patch
distribution is now standard practice in large enterprises and has proven difficult to keep ahead
of the threat. It also does not provide protection against zero-day attacks. The last approach is
predicated on having a signature or definition of the malicious attack in order to find it and
potentially block it. However, the speed and agility of adversaries as well as simple polymorphic
mechanisms that continuously change the signatures of attacks renders signature-based
approaches largely ineffective.

The magn